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meson decays into either a CP+ eigenstate (K+K−, π+π−), CP− eigenstate (K0
Sπ0, K0

Sφ, K0
Sω)

or a non-CP state (K−π+). We also analyze D meson decays into K+π− from a Cabibbo-favored

D
0

decay or doubly-suppressed D0 decay (“ADS” analysis). We measure observables that are
sensitive to the CKM angle γ: the partial-rate charge asymmetries ACP±, the ratios RCP± of the
B-decay branching fractions in CP± and non-CP decay, the ratio RADS of the charge-averaged
branching fractions and the charge asymmetry AADS of the ADS decays: ACP+ = 0.09±0.13±0.05,
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I. INTRODUCTION1

The Standard Model accommodates CP violation2

through a single phase in the Cabibbo-Kobayashi-3

Maskawa (CKM) quark mixing matrix V [1]. The self4

consistency of this mechanism can be tested by over-5

constraining the associated unitarity triangle [2, 3] using6

many different measurements, mostly involving decays7

of B mesons. In this paper we concentrate on the an-8

gle γ=arg(−VudV
∗
ub/VcdV

∗
cb) by studying B meson decay9

channels where b → cus and b → ucs tree amplitudes in-10

terfere. We use two techniques, one suggested by Gronau11

and London [4] and Gronau and Wyler [5] (GLW) and the12

other suggested by Atwood, Dunietz and Soni [6] (ADS)13

to study γ. Both techniques rely on final states that can14

be reached from both D0 and D
0

decays. As discussed15

in [7] the combination of the GLW and ADS observables16

can be very useful in resolving certain ambiguities inher-17

ent in each of the techniques.18

In the GLW analysis the D meson [8] from19

B− → DK∗−(892) [9] decays into either a CP+20

eigenstate (K+K−, π+π−) or a CP− eigenstate21

(Ksπ
0, Ksφ, Ksω). The size of the interference between22

the two competing amplitudes depends on the CKM an-23

gle γ as well as other parameters that are CP -conserving,24

discussed below. References [4, 5] define several observ-25

ables that depend on measurable quantities:26

RCP± = 2
Γ(B−

→ D0

CP±K∗−) + Γ(B+
→ D0

CP±K∗+)

Γ(B− → D0
Kπ

K∗−) + Γ(B+ → D
0

KπK∗+)
,

ACP± =
Γ(B− → D0

CP±K∗−) − Γ(B+ → D0

CP±K∗+)

Γ(B− → D0

CP±K∗−) + Γ(B+ → D0

CP±K∗+)
.

Here D0
CP± refers to a neutral D meson decaying into27

either a CP+ or CP− eigenstate.28

RCP± and ACP± depend on the physical parameters29

as follows:30

RCP± = 1 + r2
B ± 2rB cos δB cos γ, (1)

ACP± = ±2rB sin δB sin γ/RCP± . (2)

Here rB is the magnitude of the ratio of the sup-31

pressed and favored amplitudes B− → D
0
K∗− and32

B− → D0K∗− decays, respectively, and δB is the CP -33

conserving phase difference between these amplitudes. In34

this analysis we neglect the effects of CP violation in D35

meson decays, as justified in Ref. [10], due to the very36

small effect of D0D
0

mixing.37

We define two additional quantities whose experimen-38

tal estimators are normally distributed even when the39

value of rB is comparable to its uncertainty:40

x± = rB cos(γ ± δB) (3)

=
RCP+(1 ∓ACP+) − RCP−(1 ∓ACP−)

4
.

Since x± are also directly measured in Dalitz-plot analy-41

ses [11], the different results can be compared and com-42

bined with each other. We note that an additional set43

‡Also with Università di Perugia, Dipartimento di Fisica, Perugia,

Italy
§Also with Università di Roma La Sapienza, I-00185 Roma, Italy
¶

of quantities measured in Dalitz-plot analyses, y± = 44

rB sin(γ±δB), are not accessible through the GLW anal- 45

ysis. 46

In the ADS technique, B− → DK∗− can decay into 47

[K+π−]DK∗− where [K+π−]D indicates that these par- 48

ticles are neutral D meson (D0 or D0) decay products. 49

This final state can be reached from the doubly-Cabibbo- 50

suppressed decay D0 → K+π− or B− → D
0
K∗− fol- 51

lowed by the Cabibbo-favored decay D
0 → K+π−. In 52

addition, the final state [K−π+]DK∗− is used for nor- 53

malization. We label the decays where the K and K∗
54

have the same (opposite) charge as “right (wrong) sign” 55

where the labels reflect that one mode occurs much more 56

often than the other. 57

In analogy with the GLW method we define two mea- 58

surable quantities, RADS and AADS , as follows: 59

RADS =
Γ(B− → [K+π−]DK∗−) + Γ(B+ → [K−π+]DK∗+)

Γ(B− → [K−π+]DK∗−) + Γ(B+ → [K+π−]DK∗+)
,

AADS =
Γ(B−

→ [K+π−]DK∗−) − Γ(B+
→ [K−π+]DK∗+)

Γ(B− → [K+π−]DK∗−) + Γ(B+ → [K−π+]DK∗+)
.

RADS and AADS are related to physically interesting 60

quantities by: 61

RADS = r2
D + r2

B + 2rDrB cos(δB + δD) cos γ, (4)

AADS = 2rDrB sin(δB + δD) sin γ/RADS . (5)

Here rD is the magnitude of the ratio of suppressed 62

and favored amplitudes of the decays D0 → K+π− and 63

D0 → K−π+ decays, respectively, while δD is the CP - 64

conserving strong phase difference between these two 65

amplitudes. Both rD and δD have been measured and 66

we use the values given in [12]: rD = 0.0578 ± 0.0008 67

and δD = 22.5+10.4
−11.0. Estimates for rB are in the range 68

0.1 ≤ rB ≤ 0.3 [13, 14]. 69

It has been pointed out in Ref. [13] that complications 70

due to possible variations in rB and/or δB as a result 71

of the finite width of a resonance such as the K∗ and its 72

overlap with other states can be taken into account using 73

an alternate formalism. However, in this paper we choose 74

to follow the procedures in [14, 15] and incorporate the 75

effects of the non-K∗ DKπ events and finite width of the 76

K∗ into the systematic uncertainties of our A’s and R’s. 77

II. THE BABAR DETECTOR AND DATASET 78

The BABAR detector has been described in detail in [16] 79

and therefore will only be briefly discussed here. The tra- 80

jectories of charged tracks are measured with a five-layer 81

double-sided silicon vertex tracker (SVT) and a 40-layer 82

drift chamber (DCH). Both the SVT and DCH are lo- 83

cated inside a 1.5-T solenoidal magnetic field. Photons 84

are detected by means of a CsI(Tl) crystal calorimeter 85

also located inside the magnet. Charged particle iden- 86

tification is determined from information provided by a 87

ring-imaging Cherenkov device (DIRC) in combination 88
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with ionization measurements (dE/dx) from the track-89

ing detectors. The BABAR detector’s response to various90

physics processes as well as varying beam and environ-91

mental conditions is modeled with simulation software92

based on the Geant4 [17] toolkit. We use EvtGen [18]93

to model the kinematics of B mesons and Jetset [19]94

to model continuum processes (e+e− → cc, uu, dd, ss).95

This analysis uses data collected at and near the Υ (4S)96

resonance with the BABAR detector at the PEP-II stor-97

age ring. The data set consists of 345 fb−1 collected at98

the peak of the Υ (4S) (379 ×106 BB pairs) and 35 fb−1
99

40 MeV below the resonance peak (off-peak data).100

This analysis is a combined update of the previous101

BABAR GLW [15] and ADS [14] studies of B− → D0K∗−
102

which used 232 ×106 BB pairs. Other new features in103

this analysis include improvement in background sup-104

pression, refinement of various candidate selection cri-105

teria, and update of systematic uncertainties. The ma-106

jor change is the choice of neural networks in the GLW107

analysis over Fisher discriminants, which were used in108

the previous analysis. We verify the improvements on109

both signal efficiency and continuum background rejec-110

tion in the GLW decay channels with simulated signal111

and continuum events. The increases in signal efficiency112

range from 3% to 14% for all channels except K0
S
φ, which113

has the same efficiency. For continuum suppression, the114

neural networks perform 10% to 57% better across all115

channels except K+K−, which displays the same perfor-116

mance.117

III. THE GLW ANALYSIS118

We reconstruct B− → DK∗− with the subsequent de-119

cays K∗− → K0
S
π−, K0

S
→ π+π− and with the D de-120

caying into six decay final states, D0 → K−π+ (non-121

CP final state); K+K−, π+π− (CP+ eigenstates); and122

K0
S
π0, K0

S
φ, K0

S
ω (CP− eigenstates). We optimize our123

event selection criteria by maximizing the figure of merit124

S/
√

S + B, with S the number of signal events and B125

the number of background events, determined for each126

channel using simulated signal and background events.127

Kaon and pion candidates (except for the pions from128

K0
S

decays) are selected using a likelihood-based particle129

identification algorithm which relies on dE/dx informa-130

tion measured in the DCH and the SVT, and Cherenkov131

photons in the DIRC. The efficiency of the selectors are132

typically above 85% for momenta below 4 GeV while the133

kaon and pion fake rate is at the few percent level for134

particles in this momentum range.135

The K0
S

candidates are formed from oppositely charged136

tracks assumed to be pions with a reconstructed invari-137

ant mass within 13 MeV/c2 (four standard deviations)138

of the known K0
S

mass [3], mK0

S

. All K0
S

candidates are139

refitted so that their invariant mass equals mK0

S

(mass140

constraint). They are also constrained to emerge from141

a single vertex (vertex constraint). For those retained142

to build a K∗− candidate we further require that their143

flight direction and length be consistent with a K0
S

com- 144

ing from the interaction point. The K0
S

candidate flight 145

path and momentum must make an acute angle and the 146

flight length in the plane transverse to the beam direction 147

must exceed its uncertainty by three standard deviations. 148

K∗− candidates are formed from a K0
S

and a charged 149

particle with a vertex constraint. We select K∗− candi- 150

dates which have an invariant mass within 75 MeV/c2 of 151

the known mean value for a K∗ [3]. Finally, since the 152

K∗− in B− → DK∗− is longitudinally polarized, we re- 153

quire | cos θH | ≥ 0.35, where θH is the angle in the K∗−
154

rest frame between the daughter pion momentum and 155

the parent B momentum. The helicity distribution dis- 156

criminates well between a B meson decay and a false B 157

meson candidate from the continuum, since the former is 158

distributed as cos2 θH and the latter has a flat distribu- 159

tion. 160

Some decay modes of the D contain a π0. We com- 161

bine pairs of photons to form a π0 candidate with a total 162

energy greater than 200 MeV and an invariant mass be- 163

tween 115 and 150 MeV/c2. A mass constrained fit is 164

applied to the selected π0 candidate momenta. Com- 165

posite particles (φ and ω) included in the CP− modes 166

are vertex-constrained. Candidate φ (ω) mesons are 167

constructed from K+K− (π+π−π0) particle combina- 168

tions with the invariant mass required to be within 12 169

(20) MeV/c2 or two standard deviations of the known 170

peak values [3]. Two further requirements are made on 171

the ω candidates. The magnitude of the cosine of the he- 172

licity angle between the D momentum in the rest frame 173

of the ω and the normal to the plane containing all three 174

decay pions must be greater than 0.35 (it has a cos2 θH 175

distribution for signal candidates and is flat for back- 176

ground). The Dalitz angle [20], θD, is defined as the an- 177

gle between the momentum of one daughter pion in the ω 178

rest frame and the direction of one of the other two pions 179

in the rest frame of the two pions. For signal candidates, 180

the cosine of the Dalitz angle follows a sin2 θD distribu- 181

tion; while it is flat for the background. Therefore we 182

require the cosine of the Dalitz angle of signal candidates 183

to have a magnitude smaller than 0.8. 184

Except for the K0
S
π0 final state, all D candidates are 185

mass and vertex constrained. We select D candidates 186

with an invariant mass differing from the known mass [3] 187

by less than 12 MeV/c2 for all channels except K0
S
π0

188

(30 MeV/c2) and K0
S
ω (20 MeV/c2). These limits are 189

about twice the corresponding RMS mass resolutions. 190

Suppression of backgrounds from continuum events is 191

achieved by using event-shape and angular variables. The 192

B meson candidate is required to have | cos θT | ≤ 0.9, 193

where θT is the angle between the thrust axis of the B 194

meson and that of the rest of the event. The distribution 195

of | cos θT | is uniform in BB events and strongly peaked 196

near 1 for continuum events. 197

A neural network (NN) is used to further reduce the 198

qq (q = u, d, s, c) contribution to our data sample. Seven 199

variables are used in the NN with three being the angu- 200

lar moments L0, L1 and L2. These moments are de- 201
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fined by: Lj =
∑

i p∗i | cos θ∗i |j where the sum is over202

charged and neutral particles not associated with the203

B meson candidate. Here p∗i (cos θ∗i ) is the momen-204

tum (angle) of the ith particle with respect to the thrust205

of the candidate B meson in the center-of-mass (CM)206

frame. Additional details on the moments can be found207

in Ref. [21]. The NN also uses the ratio R2 = H2/H0 of208

Fox-Wolfram moments [22], the cosine of the angle be-209

tween the B candidate momentum vector and the beam210

axis (cos θB), cos θT (defined above), and the cosine of211

the angle between a D0 daughter momentum vector in212

the D0 rest frame and the direction of the D0 in the213

B meson rest frame (cos θH(D0)). The distributions of214

all the above variables show distinct differences between215

signal and continuum events and thus can be exploited216

by a NN to select out BB events. Each decay mode217

has its own unique NN trained with signal and contin-218

uum Monte Carlo events. After training, the NNs are219

then fed with independent sets of signal and continuum220

Monte Carlo events to produce NN outputs for various221

decay modes. Finally, we verify that the NNs have con-222

sistent outputs for off-peak data (continuum data col-223

lected below the Υ (4S)) and qq Monte Carlo events. The224

separations between signal and continuum background225

are shown in Fig. 1. We select candidates with neural226

network output above 0.65 (K+K−), 0.82 (π+π−), 0.91227

(K0
S
π0), 0.56 (K0

S
φ), 0.80 (K0

S
ω), and 0.73 (K−π+). Our228

event selection is optimized to maximize the significance229

of the signal yield, determined using simulated signal and230

background events.231

We identify B candidates using two nearly indepen-232

dent kinematic variables: the beam-energy-substituted233

mass mES =
√

(s/2 + p0 · pB)2/E2
0 − p2

B and the energy234

difference ∆E = E∗
B −√

s/2, where E and p are energy235

and momentum. The subscripts 0 and B refer to the236

e+e−-beam system and the B candidate, respectively; s237

is the square of the CM energy and the asterisk labels238

the CM frame. The mES distributions are all described239

by a Gaussian function G centered at the B mass with240

a resolution of 2.50, 2.55 and 2.51 MeV/c2 for the CP+,241

CP− and non-CP mode, respectively. The ∆E distri-242

butions are centered on zero for signal with a resolution243

of 11 to 13 MeV for all channels except K0
S
π0 for which244

the resolution is asymmetric and is about 30 MeV. We245

define a signal region through the requirement |∆E| <246

50 (25) MeV for K0
S
π0 (all other modes).247

A potentially dangerous background for B− →248

D(π+π−)K∗−(K0
S
π−) is the decay mode B− →249

D(K0
S
π+π−)π− which contains the same final-state par-250

ticles as the signal but has a branching fraction 600251

times larger. We therefore explicitly veto any selected252

B candidate containing a K0
S
π+π− combination within253

60 MeV/c2 of the D0 mass.254

The fraction of events with more than one acceptable255

B candidate depends on the D decay mode and is always256

less than 7.8%. To select the best B candidate in those257

events where we find more than one acceptable candidate,258

we choose the one with the smallest χ2 formed from the259

NN Output

%
/0

.0
2

NN Output

%
/0

.0
2

NN Output

%
/0

.0
2

NN Output

%
/0

.0
2

NN Output
%

/0
.0

2

FIG. 1: The neural network (NN) outputs and results of the
NN verifications of (a) K+K−, (b) π+π−, (c) K0

Sπ0, (d) K0
Sφ,

(e) K0
Sω, and (f) K−π+ subsamples of the GLW analysis. The

samples used to produce the output are shown as histograms.
The signal (Monte Carlo simulation) is the shaded histogram
peaking near 1; the continuum (Monte Carlo simulation) is
the histogram peaking near 0. The off-peak data used to
check the NN are overlaid as data points.

differences of the measured and true D0 and K∗− masses 260

divided by the mass spread which includes the resolution 261

and, for the K∗−, the natural width: 262

χ2 = χ2
M

D0
+ χ2

M
K∗−

(6)

=
(MD0 − MPDG

D0 )2

σ2
M

D0

+
(MK∗− − MPDG

K∗− )2

σ2
M

K∗−
+ Γ2

K∗−/c
4 .

Simulations show that no bias is introduced by this choice 263

and the correct candidate is picked at least 86% of the 264

time. 265

According to simulation of signal events, the total re- 266
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construction efficiencies are: 12.8% and 12.3% for the267

CP+ modes D → K+K− and π+π−; 5.6%, 8.9%, and268

2.4% for the CP− modes D → K0
S
π0, K0

S
φ and K0

S
ω;269

12.8% for the non-CP mode D0 → K−π+.270

To study BB backgrounds we look in sideband regions271

in ∆E and mD0 . We define the ∆E sideband in the272

interval 60 ≤ ∆E ≤ 200 MeV for all modes. This region is273

used to determine the combinatorial background shapes274

in the signal and mD sideband. We choose not to use a275

lower sideband because of the D∗K∗ backgrounds in that276

region. The sideband region in mD is defined by requiring277

that mD differs from the D0 mass by more than four278

standard deviations. This region provides sensitivity to279

background sources which mimic signal both in ∆E and280

mES and originates from either charmed or charmless B281

meson decays that do not contain a true D. As many of282

the possible contributions to this background are not well283

known, we measure its size by including the mD sideband284

in the fit described below.285

An unbinned extended maximum likelihood fit to the286

mES distributions of selected B candidates in the range287

5.2 ≤ mES ≤ 5.3 GeV/c2 is used to determine signal288

and background yields and the CP -violating quantities289

ACP and RCP . We use the same mean and width of the290

Gaussian function G to describe the signal shape for all291

modes considered. The combinatorial background in the292

mES distribution is modeled with the so called “ARGUS”293

empirical threshold function A [23]. It is defined as:294

A(mES) ∝ mES

√

1 − x2exp−ξ(1−x2), (7)

where x = mES/Emax and Emax is the maximum mass for295

pair-produced B mesons given the collider beam energies296

and is fixed in the fit at 5.291 GeV/c2. The ARGUS297

shape is governed by one parameter ξ that is left free in298

the fit. We fit simultaneously mES distributions of nine299

samples: the non-CP , CP+ and CP− samples for (i)300

the signal region, (ii) the mD sideband and (iii) the ∆E301

sideband. In addition the signal region is divided into two302

samples according to the charge of the B candidate. We303

fit three probability density functions (PDF) weighted by304

the unknown event yields. For the ∆E sideband, we use305

A. For the mD sideband (sb) we use asb · A + bsb · G,306

where G accounts for fake-D candidates. For the signal307

region PDF, we use a ·A+ b · Gpeak + c · Gsignal, where b is308

scaled from bsb with the assumption that the number of309

fake D background present in the signal region is equal to310

the number measured in the mD sideband scaled by the311

ratio of the mD signal-window to sideband widths, and c312

is the number of B± → D0K∗± signal events. The non-313

CP mode sample, with relatively high statistics, helps314

constrain the PDF shapes for the low statistics CP mode315

distributions. The ∆E sideband sample helps determine316

the A background shape. In total, the fit determines 19317

event yields as well as the mean and width of the signal318

Gaussian and the ARGUS parameter ξ.319

Since the values of ξ obtained for each data sample320

are consistent with each other, albeit with large statis-321

tical uncertainties, we have constrained ξ to have the322
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FIG. 2: Distributions of mES in the signal region for (a) the
non-CP modes in B± decays, (b) the CP+ modes in B+ and
(c) B− decays and (d) the CP− modes in B+ and (e) B− de-
cays. The dashed curve indicates the total background contri-
bution which includes the fake D background estimated from
a simultaneous fit to the mD sideband.

same value for all data samples in the fit. The simula- 323

tion shows that the use of the same Gaussian parameters 324

for all signal modes introduces only negligible system- 325

atic corrections. We assume that the fake D background 326

found in the mD sideband have the same final states as 327

the signal and we fit it with the same Gaussian. 328

The fake D background is assumed to not violate CP 329

and is therefore split equally between the B− and B+
330

sub-samples. This assumption is consistent with results 331

from our simulations and is considered further when we 332

discuss the systematic uncertainties. The fit results are 333

shown graphically in Fig. 2 and numerically in Table I. 334

Table II records the number of events measured for each 335

individual D decay mode. 336

Although most systematic uncertainties cancel for 337

ACP , an asymmetry inherent to the detector or data 338

processing may exist. We quote the results from the 339

study carried out in [24], where we used B− → D0π−
340

(with D0 decays into CP or non-CP eigenstates) events 341

from control samples of data and simulation to measure 342

the charge asymmetry. An average charge asymmetry of 343

Ach = (−1.6 ± 0.6)% was measured. We add linearly 344

the central value and one-standard deviation in the most 345
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TABLE I: Results from the fit. For each GLW D mode, we
give the number of measured signal events, the fake D contri-
bution, ACP and RCP . The fake D contribution is calculated
by scaling the the number of fake D events found in the mD

sideband region to the signal region. The uncertainties are
statistical only. We also show the number of measured signal
events split by the B charge for CP+ and CP− modes.

# Signal # Fake D ACP RCP

Non-CP 231 ± 17 5.0
CP+ 68.6 ± 9.2 0.3 0.09 ± 0.13 2.17 ± 0.35
(B+) 31.2 ± 6.2
(B−) 37.4 ± 6.8

CP− 38.5 ± 7.0 0.0 −0.23 ± 0.21 1.03 ± 0.27
(B+) 23.0 ± 4.8
(B−) 15.5 ± 5.2

TABLE II: Number of signal events from the GLW fit for
individual D decay modes studied in this analysis. We also
provide the selection efficiencies (in %). The uncertainties are
statistical only.

# Signal Selection Efficiency (%)
Non-CP

K−π+ 231 ± 17 12.76 ± 0.09
CP+

K+K− 41 ± 7 12.78 ± 0.05
π+π− 28 ± 6 12.34 ± 0.05

CP−

K0
Sπ0 21 ± 7 5.59 ± 0.03

K0
Sφ 8 ± 3 8.90 ± 0.04

K0
Sω 9 ± 4 2.35 ± 0.02

conservative direction to assign a systematic uncertainty346

of 2.2%. The second substantial systematic effect is a347

possible CP asymmetry in the fake D background which348

cannot be excluded due to CP violation in charmless B349

decays. If there is an asymmetry Afake D, then the sys-350

tematic uncertainty on ACP is Afake D × b
c
, where b is351

the contribution of the fake D background and c the sig-352

nal yield. Assuming conservatively |Afake D| ≤ 0.5, we353

obtain systematic uncertainties of ±0.003 and ±0.040 on354

ACP+ and ACP− respectively. Note that since we do not355

observe any fake D background in CP− modes, we use356

the statistical uncertainty of the signal yield from the fit357

to estimate this systematic uncertainty.358

Since RCP is a ratio of rates of processes with different359

final states of the D, we must consider the uncertain-360

ties affecting the selection algorithms for the different D361

channels. This results in small correction factors which362

account for the difference between the actual detector re-363

sponse and the simulation model. The main effects stem364

from the approximate modeling of the tracking efficiency365

(a correction of 0.4% per pion track coming from a K0
S

366

and 0.2% per kaon and pion track coming from other367

candidates), the K0
S

reconstruction efficiency for CP−368

modes of the D0 (1.3% per K0
S

in K0
S
φ mode and 2.0%369

in K0
S
π0 and K0

S
ω), the π0 reconstruction efficiency for 370

the K0
S
π0 and K0

S
[π+π−π0]ω channels (3%) and the ef- 371

ficiency and misidentification probabilities from the par- 372

ticle identification (2% per track). The correction fac- 373

tors are calculated by comparing data and Monte Carlo 374

using high-statistics and high-purity samples. Charged 375

kaon and pion samples obtained from D meson decays 376

(D∗+ → D0π+) are used for particle identification cor- 377

rections. For tracking corrections, we use τ -pair events 378

where one τ decays to a muon and two neutrinos and the 379

other decays to ρ0hν where h is a K or a π. B0 → φK0
S

380

and B0 → π+D−(D− → K0
S
π−) decays are used for K0

S
381

corrections, and π0 correction factors are calculated using 382

τ → ρν and τ → πν samples. Altogether, the system- 383

atic uncertainties due to total efficiency corrections equal 384

±0.078 and ±0.100 for RCP+ and RCP−, respectively. 385

The uncertainty on the measured branching fractions for 386

different D decay modes [3], is included in the calculation 387

of the efficiency corrections. 388

Another systematic correction applied to the CP− 389

measurements arises from a possible CP+ background 390

in the K0
S
φ and K0

S
ω channels. In this case, the observed 391

quantities Aobs
CP− and Robs

CP− are corrected: 392

ACP− = (1 + ǫ)Aobs
CP− − ǫACP+; RCP− =

Robs
CP−

(1 + ǫ)
,

where ǫ is the ratio of CP+ background to CP− signal. 393

An investigation of the D0 → K−K+K0
S

Dalitz plot [25] 394

indicates that the dominant background for D0 → K0
S
φ 395

comes from the decay a0(980) → K+K−, at the level 396

of (25 ± 1)% of the size of the φK0
S

signal. We have no 397

information for the ωK0
S

channel and assume (30± 30)% 398

of CP+ background contamination. The K0
S
π0 mode has 399

no CP+ background. The value of ǫ for the combination 400

of CP− modes is (11± 7)%. The systematic uncertainty 401

associated with this effect is ±0.02 and ±0.06 for ACP− 402

and RCP−, respectively. 403

To account for the non resonant K0
S
π− pairs in the K∗

404

mass range we study a model that incorporates S-wave 405

and P -wave pairs in both the b → cus and b → ucs am- 406

plitudes. The P -wave mass dependence is described by a 407

single relativistic Breit-Wigner while the S-wave compo- 408

nent is assumed to be a complex constant. It is expected 409

that higher order partial waves will not contribute sig- 410

nificantly and therefore they are neglected in the model. 411

We also assume that the same amount of S and P -wave 412

is present in the b → cus and b → ucs amplitudes. The 413

amount of S-wave present in the favored b → cus ampli- 414

tude is determined directly from the data by fitting the 415

angular distribution of the K0
S
π system in the K∗ mass 416

region, accounting for interference [26]. From this fit we 417

determine that the number of non-K∗ K−
S π− events is 418

(4 ± 1)% of the measured signal events. To estimate 419

the systematic uncertainties due to this source we vary 420

all the strong phases between 0 and 2π and calculate 421

the maximum deviation between the S-wave model and 422

the expectation if there were no non-resonant contribu- 423

tion for both ACP± (Eq. (2)) and RCP± (Eq. (1)). This 424



9

background induces systematic variations of ±0.051 for425

ACP± and ±0.035 for RCP±.426

The last systematic uncertainty is due to the assump-
tion that the parameters of the Gaussian and ARGUS
functions are the same throughout signal region, ∆E and
mD0 sidebands. We estimate the uncertainties by vary-
ing the width and mean of the Gaussian and ξ of the
ARGUS by their corresponding statistical uncertainties
obtained from the fit. All the systematic uncertainties
are listed in Table III. We add them in quadrature and
quote the final results:

ACP+ = 0.09 ± 0.13(stat.) ± 0.05(syst.)

ACP− = −0.23 ± 0.21(stat.) ± 0.07(syst.)

RCP+ = 2.17 ± 0.35(stat.) ± 0.09(syst.)

RCP− = 1.03 ± 0.27(stat.) ± 0.13(syst.)

TABLE III: Summary of systematic uncertainties for the
GLW analysis.

427

Source δACP+ δACP− δRCP+ δRCP−

Detection asymmetry 0.002 0.004 - -
Non-resonant K0

s π− bkg. 0.051 0.051 0.035 0.035
Same-final-state bkg. - 0.019 - 0.061
Asymmetry in fake D0 bkg. 0.003 0.040 - -
Efficiency correction - - 0.078 0.100
Same G and A shape 0.003 0.013 0.009 0.025
Total systematic uncertainty 0.051 0.069 0.086 0.125

428

These results can also be expressed in terms of x±429

defined in Eq. (3) :430

x+ = 0.21 ± 0.14 (stat.) ± 0.05 (syst.),

x− = 0.40 ± 0.14 (stat.) ± 0.05 (syst.),

where the CP+ pollution systematic effects are included.431

Including these effects increased x+ and x− by 0.035 ±432

0.024 and 0.023 ± 0.017, respectively.433

IV. THE ADS ANALYSIS434

In the ADS analysis we only use D decays with a435

charged kaon and pion in the final state and K∗− de-436

cays to K0
S
π− followed by K0

S
→ π+π−. The ADS event437

selection criteria and procedures are nearly identical to438

those used for the GLW analysis. However due to the439

small value of rD the yield of interesting ADS events440

(i.e. B− → [K+π−]DK∗− and B+ → [K−π+]DK∗+)441

is expected to be smaller than for the GLW analysis.442

Therefore in order to reduce the background in the ADS443

analysis the K0
S invariant mass window is narrowed to444

10 MeV/c2 and the K∗− invariant mass cut is reduced to445

55 MeV/c2. A neural network using the same variables446

as in the GLW analysis is trained on ADS signal and447

continuum MC events and verified using off-peak contin- 448

uum data. The separation between signal and continuum 449

background is shown in Fig. 3. We select candidates with 450

neural network output above 0.85. All other K0
S, K∗−, 451

and continuum suppression criteria are the same as those 452

used in the GLW analysis. 453

D → K−π+ and K+π− candidates are used in this 454

analysis. Candidates that have an invariant mass within 455

18 MeV/c2 (2.5 standard deviations) of the nominal D0
456

mass [3] are kept for further study. We require kaon 457

candidates to pass the same particle identification criteria 458

as imposed in the GLW analysis. 459
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FIG. 3: The neural network (NN) output and result of the NN
verification for the ADS analysis (see text). The samples used
to produce the output are shown as histograms. The signal
(Monte Carlo simulation) is the shaded histogram peaking
near 1; the continuum (Monte Carlo simulation) is the his-
togram peaking near 0. The off-peak data used to check the
NN are overlaid as data points.

We identify B meson candidates using the beam- 460

energy-substituted mass mES and the energy difference 461

∆E. For this analysis signal candidates must satisfy 462

|∆E| ≤ 25 MeV. The efficiency to detect a B− → 463

D0K∗− signal event where D0 → Kπ, after all criteria 464

are imposed, is (9.6±0.1)%. This efficiency is the same 465

for D0 → K−π+ and D0 → K+π−. In 1.8% of the events 466

we find more than one suitable candidate. In such cases 467

we choose the candidate with the smallest χ2 defined in 468

Eq. (6). Simulations show that no bias is introduced by 469

this choice and the correct candidate is picked about 88% 470

of the time. 471

We study various potential sources of background us- 472

ing a combination of Monte Carlo simulation and data 473

events. Two sources of background are identified in 474

large samples of simulated BB events. One source is 475

B− → D0K0
S
π− production where the K0

S
π− is non reso- 476
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nant and has an invariant mass in the K∗− mass window.477

This background is discussed later in this paper. The sec-478

ond background (peaking background) includes instances479

where a favored decay (e. g. B− → [K−π+]DK∗−)480

contributes to fake candidates for the suppressed decay481

(i.e. B+ → [K−π+]DK∗+). The most common way for482

this to occur is for a π+ from the rest of the event to483

be substituted for the π− in the K∗− candidate. Other484

sources of peaking background include double particle-485

identification failure in signal events that results in D0 →486

K−π+ being reconstructed as D0 → π−K+, or the kaon487

from the D0 being interchanged with the charged pion488

from the K∗. We quantify this background with the ra-489

tio of the signal efficiency of wrong-sign decay to right-490

sign decay multiplied by the right-sign yield from data.491

The total size of this right-sign pollution is estimated to492

be 2.4 ± 0.3 events. Another class of backgrounds are493

charmless decays with the same final state as the signal494

(e.g., B− → K∗−K+π−). However, since the branch-495

ing fraction for many of these charmless decays have not496

been measured or are poorly measured, we use the D0
497

sideband to estimate the contamination from this source.498

From a fit to the mES distribution using candidates in499

the D0 sideband we find 0.0±1.1 events. We take the 1.1500

events as the contribution to the systematic uncertainty501

from this source.502

Signal yields are determined from an unbinned ex-503

tended maximum likelihood fit to the mES distribution504

in the range 5.2 ≤ mES ≤ 5.3 GeV/c2. A Gaussian func-505

tion (G) is used to describe all signal shapes while the506

combinatorial background is modeled with an ARGUS507

threshold function (A) defined in Eq. (7). The mean508

and width of the Gaussian as well as the ξ of the AR-509

GUS function are determined by the fit. For a likelihood510

function we use a · A + b · G where a is the number of511

background events and b the number of signal events.512

We correct b for the right-sign peaking background pre-513

viously discussed (2.4±0.3 events).514

In Fig. 4 we show the results of a simultaneous fit to515

B− → [K+π−]DK∗− and B− → [K−π+]DK∗− can-516

didates that satisfy all selection criteria. It is in the517

wrong-sign decays that the interference we study takes518

place. Therefore in Fig. 5 we display the same fit sepa-519

rately for the wrong-sign decays of the B+ and the B−
520

mesons. The results of the maximum likelihood fit are521

RADS = 0.066±0.031,AADS = −0.34±0.43, and 172.9±522

14.5 B− → [K−π+]DK∗− right-sign events. Expressed523

in terms of the wrong-sign yield, the fit result is 11.5±5.3524

wrong-sign events (3.8 ± 3.4 B− → [K+π−]DK∗− and525

7.7 ± 4.2 B+ → [K−π+]DK∗+ events). The uncertain-526

ties are statistical only. The correlation between RADS527

and AADS is insignificant.528

We summarize in Table IV the systematic uncertainties529

relevant to this analysis. Since both RADS and AADS530

are ratios of similar quantities, most potential sources of531

systematic uncertainties cancel.532

For the estimation of the detection-efficiency asymme-533

try we use the previously mentioned results from the534
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FIG. 4: Distributions of mES for the wrong-sign (top) and
right-sign (bottom) decays. These decay categories are de-
fined in the text. The dashed curve indicates the total back-
ground contribution. It also includes the right-sign peak-
ing background estimated from a Monte Carlo study for the
wrong-sign (top) decays. The curves result from a simulta-
neous fit to these distributions with identical PDFs for both
samples.

study carried out in [24]. We add linearly the central 535

value and one-standard deviation in the most conser- 536

vative direction to assign a systematic uncertainty of 537

δAch = ±0.022 to the AADS measurement. To a good 538

approximation the systematic uncertainty in RADS due 539

to this source can be shown to be given by δRADS = 540

RADS · AADS · δAch. 541

To estimate the systematic uncertainty on AADS and 542

RADS due to the peaking background, we use the statis- 543

tical uncertainty on this quantity, ±0.3 events. With 544

approximately 12 B− → [K+π−]DK∗− events and 545

173 B− → [K−π+]DK∗− events this source contributes 546

±0.002 and ±0.024 to the systematic uncertainties on 547

RADS and AADS , respectively. 548

As in Section III, we need to estimate the systematic
effect due to the non-resonant K0

S
π− pairs in the K∗

mass range. We follow the same procedure discussed in
Section III. After adding in quadrature the individual
systematic uncertainty contributions listed in Table IV,
we find:

AADS = −0.34 ± 0.43(stat.) ± 0.16(syst.)

RADS = 0.066± 0.031(stat.) ± 0.010(syst.).

549
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FIG. 5: In this figure the wrong-sign sample shown in the top
plot of Fig. 4 is split by charge to measure AADS. The upper
plot shows the mES distribution of the B+ → [K−π+]DK∗+

decays while the lower plot presents the same for the B− →

[K+π−]DK∗− decays. The dashed curve indicates the total
background contribution which includes the right-sign peak-
ing background estimated from a Monte Carlo study. The
curves are the results of the fit.

TABLE IV: Summary of ADS systematic uncertainties.

Source δRADS δAADS

Detection asymmetry ±0.0005 ±0.022
Peaking bkg. ±0.0020 ±0.024
Same-final-state bkg. ±0.0061 ±0.091
Non resonant K0

s π− bkg. ±0.0073 ±0.126
Total systematic uncertainty ±0.0097 ±0.159

V. COMBINED RESULTS550

We use the GLW and ADS results and a frequentist551

statistical approach [27] to extract information on rB552

and γ. In this technique a χ2 is calculated using the553

differences between the measured and theoretical values554

and the covariance matrix (including systematic errors)555

of the six measured quantities. The values of rD and δD556

are taken from Ref. [12], while we allow 0 ≤ rB ≤ 1,557

0◦ ≤ γ ≤ 360◦, and 0◦ ≤ δB ≤ 360◦. The minimum of558

the χ2 for the rB, γ, and δ parameter space is calculated559

first (χ2
min). We then scan the range of rB minimizing the560

χ2 (χ2
m) by varying δ and γ. A confidence level for rB is561

calculated using ∆χ2 = χ2
m−χ2

min and one degree of free-562

dom. We assume Gaussian measurement uncertainties.563

The results of this procedure are shown in Fig. 6. Com-564

bining the ADS and GLW results we find the minimum 565

χ2 at rB = 0.24 with a one sigma interval of [0.18, 0.32] 566

and a two sigma interval of [0.11, 0.37]. We find similar 567

results for rB using the modifications to this frequentist 568

approach discussed in [28] and using the Bayesian ap- 569

proach of Ref. [29]. 570

Using the above procedure we also find confidence in- 571

tervals for γ. The results of the scan in γ are shown in 572

Fig. 7. The combined GLW+ADS analysis excludes val- 573

ues of γ in the region [55, 111]◦ at the one sigma level 574

and [86, 87]◦ at the two sigma level. The use of the mea- 575

surement of the strong phase δD [12] helps to resolve the 576

ambiguities on γ and therefore explains the asymmetry 577

in the confidence level plot shown in Fig. 7. 578

In Fig. 8 we show the 95% confidence level contours for 579

rB versus γ as well as the 68% confidence level contours 580

for the GLW and the combined GLW and ADS analysis 581

(striped areas). 582
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FIG. 6: Constraints on rB from the combined B−
→

DCP K∗− GLW and ADS measurements. The dashed (dot-
ted) curve shows the 1 minus the confidence level to exclude
the abscissa value as a function of rB derived from the GLW
(ADS) measurements. The combined result is given by the
solid line and shaded area. The horizontal lines show the
exclusion limits at the 1, and 2 standard deviation levels.

VI. SUMMARY 583

In summary, we present improved measurements of 584

yields from B− → DK∗− decays, where the neutral 585

D meson decays into final states of even and odd CP 586

(GLW), and the K+π− final state (ADS). We express 587

the results as RCP , ACP , x±, RADS and AADS . These 588

results in combination with other GLW, ADS, and Dalitz 589

type analyses improve our knowledge of rB and γ. 590
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